\L FUTUROS POSSIVEIS 26/11
LHOW




The Art In Al

Luiz Velho
IMPA



Midjourney leaser



‘v

L4




>y ; &b AN < 7 RO il \"‘;_: AN B / -
P vt o 2 b N e
A < P . 4 X W s 2 gl

2l it AT ~ » e ; P
s-,,,;,.‘-’ ok L ' o d e ’

ﬂ'mA Gl (\, .

N\
e
r
.
5
¢
Y
\
3
r
’
-

Jason Allen via Discord



Stable Diffusion Fuss
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= Greg Rutkowski is a more popular prompt than Picasso.
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Source of Inspiration

* The Secret Pass - Eagle Nest

A
o RS

Personal work featured in Rutkowski's ArtStation portfolio.

Rutkowski’s name has been used as a prompt around 93,000 times!




The Big Debate




Hot from the Press

WE{R}AD
The Joy and Dread of Al Image

Generators Without Limits

BUSINESS SEP 21, 2822 7:88 AM
WIRER

This Uncensored Al Art Tool Can G
Fantasies—and Nightmares enerate

' THE WALL STREET JOURNAL.

Ask an AI Art Generator for Any
Image. The Results Are Amazing

—and Terrifying.

Vox

s from the rest

Al art looks way too European
DALL-E and other models keep making art that ignores tradition

Ehe New Pork Times  nitps://www.nytimes.com/202
THE SHIFT

A Coming-Out Party for Generative A.I, Silicon Valley’s New Craze

A celebrati 1li '
ebration for Stability Al, the start-up behind the controversial Stable Diffusion image generator, re

@l]l‘ .’Xl‘lll l!Ol’k @imcs https://www.nytimes.com/2022/ 10/21/technology/ai- generated-art-jobs-

THE SHIFT

A I.-Generated Art Is Already Transforming Creative Work



Tech Talk

MIT
TeChn0|Ogy Featured Topics Newsletters Events Podcasts

MIT Technology Review

Pubbtadopor TEC

Review

ooooo
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ARTIFICIAL INTELLIGENCE

ooooo

EDICAO - OUT 2022

Edicao Digital | Generative
Al

Homem, maquina e criatividade.

MIT Technology Review

ARTIFICIAL INTELLIGENCE

The dark secret behind those cute Al-generated animal images

Google Brain has revealed its own image-making Al, called Imagen. But don't expect to see anything
that isn't wholesome.

From: MIT Technology Review Brasil

Imagens geradas por |A sao vetadas por empresas

HAMEM MADUINR
E CR'RTIVIJRAE

Empresas vetam imagens geradas por inteligencia artificial.

Midjourney e DALL-E sao alguns dos programas usados.




The Era of Machine Learning




A New Way for Science &
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& NVlabs / instant-ngp ' Public ®Watch 152 ~

Computer Science > Computer Vision and Pattern Recognition Download:

[Submitted on 16 Jan 2022 (v1), last revised 4 May 2022 (this version, v2)]
Instant Neural Graphics Primitives with a Multiresolution Hash
Encoding

Thomas Miiller, Alex Evans, Christoph Schied, Alexander Keller

Neural graphics primitives, parameterized by fully connected neural networks, can be costly to train and
evaluate. We reduce this cost with a versatile new input encoding that permits the use of a smaller network
without sacrificing quality, thus significantly reducing the number of floating point and memory access
operations: a small neural network is augmented by a multiresolution hash table of trainable feature vectors
whose values are optimized through stochastic gradient descent. The multiresolution structure allows the
network to disambiguate hash collisions, making for a simple architecture that is trivial to parallelize on modern
GPUs. We leverage this parallelism by implementing the whole system using fully-fused CUDA kernels with a
focus on minimizing wasted bandwidth and compute operations. We achieve a combined speedup of several
orders of magnitude, enabling training of high-quality neural graphics primitives in a matter of seconds, and
rendering in tens of milliseconds at a resolution of 1920x1080.

Comments: To appear in ACM Transactions on Graphics (SIGGRAPH 2022). 15 pages, 13 figures, 3 tables
Subjects
Cite as:

Journal reference: ACM Trans. Graph. 41, 4, A
Related DOI https:/ /doi.org/10.114

Submission history
From: Thomas Miiller [view email]

[v1] Sun, 16 Jan 2022 07:22:47 UTC (17,327 KB)
[v2] Wed, 4 May 2022 07:35:57 UTC (17,728 KB)
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arXiv publication

Instant Neural Graphics Primitives with a Multiresolution Hash Encoding

THOMAS MULLER, NVIDIA, Switzerland
ALEX EVANS, NVIDIA, United Kingdom
CHRISTOPH SCHIED, NVIDIA, USA
ALEXANDER KELLER, NVIDIA, Germany

https://nvlabs.github.io/instant-ngp
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Fig. 1. We demonstrate instant training of neural graphics primitives on a sin
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Instant Neural Graphics Primitives with a
Multiresolution Hash Encoding

Thomas Muller Alex Evans Christoph Schied Alexander Keller
NVIDIA

ACM Transactions on Graphics (SIGGRAPH 2022)

B& Paper <> Code

Neural gigapixel images Neural SDF Neural volume

Elapsed training time: 4 seconds

We demonstrate near-instant training of neural graphics primitives on a single GPU for multiple tasks. In gigapixel image we represent an

age by a neural network. SDF learns a signed distance function in 3D space whose zero level-set represents a 2D surface. NeRF [Mildenhall
et al. 2020] uses 2D images and their camera poses to reconstruct a volumetric radiance-and-density field that is visualized using ray
marching. Lastly, neural volume learns a denoised radiance and density field directly from a volumetric path tracer. In all tasks, our encoding
and its efficient implementation provide clear benefits: instant training, high quality, and simplicity. Our encoding is task-agnostic: we use the
same implementation and hyperparameters across all tasks and only vary the hash table size which trades off quality and performance. Girl
With a Pearl Earring r i Koorosh Orooj (CC BY-SA 4.0)

News

® [July 7th 2022] Paper won the SIGGRAPH Best Paper Award.

B [May 3rd 2022] Paper accepted to ACM Transactions on Graphics (SIGGRAPH 2022).
B [Jan 19th 2022] Paper released on arXiv.

B [Jan 14th 2022] Code released on GitHub.
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Tom94 Update TCNN (to fix compilation on Linux + CUDA 11.3) v e8ddee2 yesterday

.devcontainer
.github/workflows
cmake

configs

data
dependencies

docs

include/neural-graphics-pri...

notebooks

scripts

[ §

src
.editorconfig
.gitattributes
.gitignore
.gitmodules
CMakeLists.txt
LICENSE.txt

README.md

OO0 0O DO DO DO D

requirements.txt

README.md

GitHub repository

= <ANVIDIA DEVELOPER

Technical Blog

Fixed for new docker + ignore venv

Fix Ubuntu CI

Bump default OptiX search location to 7.5

NeRF base: use Identity encoding for extra dimensions by...
Smaller fox dataset (should fit into 8 GB of VRAM now)
Update TCNN (to fix compilation on Linux + CUDA 11.3)
Add 250x250px png of fox as representative image for re...
Merge pull request #1022 from JamesPerima

add notebook with guide for execution in colab

Remove implicit tonemapping from SSIM computation
Merge pull request #1022 from JamesPerima

Initial commit

Ignore notebooks for language statistics (logs inflate the ...
Update TCNN; preparation for depth supervision; f-theta |...
DLSS through Vulkan (+ depth/motion vector code)

On linux, link to libdl even wi ut GUI support

Initial commit

List compute capabilities of Ada and Hopper

Relax requirements. txt

blog posts

O 472 commits

8 months ago
11 days ago

3 months ago

yesterday

2 months ago
6 days ago

3 months ago
11 days ago

6 days ago

2 months ago

8 months ago

10 months ago
12 days ago

8 months ago




Open Source Community

* One Good Example
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We are on a mission to democratize good machine
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\_J

If that sounds like something you should be doing, why
don't you join us!

The Al community
building the future.

- Research interests
Build, train and deploy state of the art models powered by

the reference open source in machine learning.

The Al community building the future.
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Outsourcing to Society

* Google, Meta and many more...

m M t — GoogleArts&CuIture Home Explore Play Nearby Favorites Q see @
% e G =0re

Meta Research ’ Programs YV Requests for Research Publications Our Blog
' '

Proposals Areas People

HOME

Giving people the
pOWGI’ tO bUlId More wacky crafts

community through
research and

iInnovation '-'. Y Y T i | Take photos with Art -
By . Nkt m Play on the app Transfer, find your Art b a:c:;le Play

Selfie, and more

#  Download on the

[ App Store
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Deep Learning (R)evolution



Historical Context

Artificial Intelligence

Machine Learning

Computer Deep
Learning




Exponential Growth

2012 to Present: Deep Learning Explosion

CVPR Pa pers ML+AI arXiv papers per month
8000
2000 4000
6000 2000
5000 | —=e=Submitted ;
W00 =Acce pted 2000¢
3000 »
v e =L
o e o2 SeE3 SRRl coeeeteteeeet s | e
1985 1990 1995 2000 2005 2010 2015 2020 1994.01 2007.01 2020.09

Publications at top Computer Vision conference arXiv papers per month (source)



Image Serendipity



black widow |

cockroach
tick
starfish

convertible
grille

pickup

beach wagon

fire engine

Image Classification

container S'.\lp

lifeboat
amphibian

fireboat
drilling platform

muhroom
agaric
mushroom
jelly fungus
gill fungus
dead-man’'s-fingers

motor scooter

go-kart|

moped
bumper car
goifcart

da'lmatun
grape
elderberry

ffordshire bullterrier
currant

Metadata from Images

* Image Analisys

cheetah
snow leopard

Egyptian cat

squirrel monkey |
| spider monkey
titi

indri

howler monkey

Image Retrieval




Features In Images

* |Image Structuring

Object Detection

Ren, He, Girshick, and Sun, 2015

T e

\4

Image Segmentation
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Image from Images

* Style Transfer
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Image-to-Text

* Image Captioning

f t

A man in a baseball A woman is holding
sitting in the grass uniform throwing a ball a cat in her hand

Vinyals et al, 2015
Karpathy and Fei-Fei, 2015

Al images are CCO Publicdomain:

buesllouabixcon/enfusiassdolious Al ISl 0100 o ge
——— A man riding a wave A cat sitting on a A woman standing on a
on top of a surfboard suitcase on the floor beach holding a surfboard

Captions generated by Justin Johnson using w



Text-to-Image

* Image Synthesis

TEXT PROMPT

an armchair in the shape of an avocado. an armchair imitating an avocado.

AI-GENERATED IMAGES




The Mathematics
of Machine Learning



Computational Applied Mathematics

* Computation Model

NPUT B PROCESSING [ 2l OUTPUT



Old, New Way

* Algorithm Code

Step 1 Input M1 M2 M3 M4
Step 2. GRADE « (M1+M2+M3+M4)/4
Step 3. 1If (GRADE <50) then
Print “FAIL"
else
Prnnt "PASS”

endif

* Network Architecture

OUTPUT




Neural Networks

* Perceptron
(operator)

* Neural Nets
(composition)




* Stages

Tral

Validat
2.
e

3. Inference

Learning from Data

Data Set

Model | ==p Output




Deep Neural Network
Architectures



Deep Neural Networks

* Multi Layer Architecture

Operators

Layers

=== Hierarchy of Representation sl




Types of Neural Networks

* Analysis
y Input Metadat

Data — — —> — etadata

° SyntheSiS Code — L=l L=l | . O[L)J;E():t
Input NN Output
Data — | ™™ ™™ ™™ —

* Full Dat

Cod




Convolutional Networks

» e [ earn Features (Image)

 Deep Convolutional Neural Networks

C3: 1. maps 16@10x10
S4: 1. mag

C1: feature maps
INPUT
w m

* Convolution Operators

featural hierarchy , 7 \

topographical mapping
hyf)er-complex
cells
complex cells CD
simple cells
\




Recurrent Networks

» * Learn a Sequence Process (Text)

0
Q O¢ 1 O Ot
A A 4
\Y/ V \Y/ V
W unfold
) S,. S S,.
) W W W W
U U U U

Xt— 1 Xt Xt"‘ 1

little red riding hood



(Variational) Auto-Encoders

» * Learn Representations (General Probability Distributions)




Natural Language Models



v d b <

cat
automobile
truck

Model is a Subspace in a High Dimensional Space

Semantic Structure




Embeddings of Vector Spaces

* Embedding Space (100D - 1000D)

T :
'g ~Paris
Camera’ <~ N —

ea World
dolpkiv\

Forpoi,se.

Embedding Function: A look-up-table that maps
sparse features into dense floating point vectors.



Word - 2 - Vect

Semantically related words are close in vector space
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Analogies / Operations

* Differences between words ~ Structure

WOMAN

" / / AUNT

UNCLE
QUEEN

/

KING

W(*‘woman") — W(*‘man") ~ W(*‘aunt") — W(*‘uncle ")

W(*‘woman") — W(*‘man") ~ W(*‘queen") — W(*‘king ")



Generative Models



The First Paper (2014)

* |lan Goodfellow

Generative Adversarial Nets

Ian J. Goodfellow, Jean Pouget-Abadie; Mehdi Mirza, Bing Xu, David Warde-Farley,
Sherjil Ozair] Aaron Courville, Yoshua Bengio'
Département d’informatique et de recherche opérationnelle
Université de Montréal
Montréal, QC H3C 317

Abstract

We propose a new framework for estimating generative models via an adversar-
1al process, in which we simultaneously train two models: a generative model ¢
that captures the data distribution, and a discriminative model [ that estimates
the probability that a sample came from the training data rather than (;. The train-
ing procedure for (- 1s to maximize the probability of [) making a mistake. This
framework corresponds to a minimax two-player game. In the space of arbitrary
functions ¢ and D, a unique solution exists, with (- recovering the training data
distribution and D equal to 1 everywhere. In the case where (G and D are defined
by multilayer perceptrons, the entire system can be trained with backpropagation.
There 1s no need for any Markov chains or unrolled approximate inference net-
works during either training or generation of samples. Experiments demonstrate
the potential of the framework through qualitative and quantitative evaluation of
the generated samples.




GANs Explosion (2017)

“The GAN Zoo”

Cumulative number of named GAN papers by month
* GAN - Generative Adversarial Networks

 3D-GAN - Learning a Probabilistic Latent Space of Object Shapes via 3D Generative-Adversarial Modeling fgg
» acGAN - Face Aging With Conditional Generative Adversarial Networks gg
* AC-GAN - Conditional Image Synthesis With Auxiliary Classifier GANs 450
o AdaGAN - AdaGAN: Boosting Generative Models gg
 AEGAN - Learning Inverse Mapping by Autoencoder based Generative Adversarial Nets 43353
» AffGAN - Amortised MAP Inference for Image Super-resolution 375
* AL-CGAN - Learning to Generate Images of Outdoor Scenes from Attributes and Semantic Layouts @ ?g
e ALl - Adversarially Learned Inference % g?g
» AM-GAN - Generative Adversarial Nets with Labeled Data by Activation Maximization w 00
* AnoGAN - Unsupervised Anomaly Detection with Generative Adversarial Networks to Guide Marker Discovery g %g
* ArtGAN - ArtGAN: Artwork Synthesis with Conditional Categorial GANs -‘E:’ 2338
* b-GAN - b-GAN: Unified Framework of Generative Adversarial Networks g 2218
 Bayesian GAN - Deep and Hierarchical Implicit Models ® 195
« BEGAN - BEGAN: Boundary Equilibrium Generative Adversarial Networks |2 }gg
* BIiGAN - Adversarial Feature Learning 150
* BS-GAN - Boundary-Seeking Generative Adversarial Networks }gg
 CGAN - Conditional Generative Adversarial Nets 1%’
* CaloGAN - CaloGAN: Simulating 3D High Energy Particle Showers in Multi-Layer Electromagnetic Calorimeters 75
with Generative Adversarial Networks ?5)
« CCGAN - Semi-Supervised Learning with Context-Conditional Generative Adversarial Networks %
« CatGAN - Unsupervised and Semi-supervised Learning with Categorical Generative Adversarial Networks 0
« CoGAN - Coupled Generative Adversarial Networks 2014 2015 2016 2017 2018

Year

https://aithub.com/hindupuravinash/the-qan-zoo (600+ papers) wp



Analysis vs. Synthesis

® Discriminative Model ® Generative Model




Modeling a Data Distribution

e Density estimation

training

Data

e

\*

¢
! «
.
"
[
- o~
"
» - ".
- ‘.'
l’
- & o
3
-

Training examples Model samples

(Goodfellow 2016)



Training and Inference

 Network (Model) I I

* Training the Model

Sample Generator
(Karras et al, 2017)



Types of Generative Models

VAE: maximize I-_.’ . ‘———I (2014)
variational lower bound
GAN: Adversarial
training I I_’_“ ._‘_l (2014)

Flow-based models:
Invertible transform of
distributions

Diffusion models:
* Gradually add Gaussian
noise and then reverse




Diffusion Models

e Sequential Application of Denoising Auto-Encoders

Add Noise (fixed)

noise

® pq @ pq O g ° .

Encoder / Decoder (learned)



Text & Images




Clip - unClip

 CLIP :image to text

ey \\ "a photo of
\ §\ P guacamole, a (Image Caption)
R type of food"

 unCLIP : text to image

"An astronaut
lounging in a
tropical resort
inspaceina
photorealistic

style"

(Text-lmage Generation) Y%




Contrastive Language-Image Pre-training

e Learn Text-Picture Correlations




Visual Concept Prediction

e Embeddings beautiful day in the park

8123 115
text embedding

* Visual-Semantic Similarity

Image
Encoder

Fruit _.Te)(t
A Encoder

b L

Visual-Semantic Embedding Space



1. Contrastive pre-training /model

2. Create dataset classifier from label text

output

training

inference



Creative Tools




GauGAN

® Visual Semantics

Fill/lbrush color: Brush shape: omé Brush size: 24 e NVIDIA. GauGAN Beta

Building

Ground

Upload Segmentation Map@® Upload Landscape Image © Upload Custom Style Filter®

Browse..| no file selected Upload Browse.. no file selected Upload Browse.. nofile selected Upload







DALL-E 2

® Lexical-Visual Semantics

@ API RESEARCH BLOG ABOUT

LOG INTO DALL-E 2 PREVIEW 2

A

DALL-E 2 is a new Al system that can create realistic
images and art from a description in natural language.
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A Look Deep Inside:
DALL-E, Stable Diffusion, et. al.



DALL-E 2 (unClip)

« OpenAl (April 2022)

> Clip + Diffusion

----------------------------------------------------------------------------------------------------------------
-~

input
1 Qqnt_ras_tue “a corgi
Iraining playing a
§ flame
. throwing I
'; trumpet”

2.Iext-to-Image
neration




Stable Diffusion

* LMU Munich (April 2022)

> Latent Diffusion Model

Latent Space

Denoising U-Net €g

onditioning

Marp




* Google Brain (June, 2022)

“A Golden Retriever dog wearing a blue
checkered beret and wed turtieneck.”

> Text Encoder (Transformer, T5-XXL)

- maps text to sequence of embeddings .-

> Cascade of Conditional Diffusion Models

- map embeddings to images
of increasing resolutions




“That’s All Folks!"

"Stay Tuned for the Next Episodes.”



